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Hallucination in LLMs and LVLMs 

I'm visiting Chicago for the first time! Could you recommend 
places to visit in Chicago?

Welcome to Chicago! Here are some top must‑see spots to 
include on your itinerary:

1. Millennium Park & “The Bean” Marvel at Cloud Gate, aka 
“The Bean”, a sculptural masterpiece perfect for photos. 

2. Navy Pier Enjoy rides (including the Ferris wheel), theater, 
dining, and events. A prime lakeside entertainment 
hub—welcomed over 9 million visitors last year .



5

Hallucination in LLMs and LVLMs 

Tell me more about ICMR.

Here’s a detailed overview of the ACM International 
Conference on Multimedia Retrieval (ICMR):
ICMR 2025 is the 15th edition, taking place 

June 28–July 3, 2025, in Chicago, USA.
Organized by the ACM SIGMM community, it's the 

premier annual conference dedicated to multimedia 
retrieval research .
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Hallucination in LLMs and LVLMs 

Tell me more about ICMR.

Here’s a detailed overview of the ACM International 
Conference on Multimedia Retrieval (ICMR):
ICMR 2025 is the 15th edition, taking place 

June 28–July 3, 2025, in Chicago, USA.
Organized by the ACM SIGMM community, it's the 

premier annual conference dedicated to multimedia 
retrieval research .

June 30
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Hallucination in LLMs and LVLMs 
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Large Language Models (LLMs)

X Y

P(Y|X)

The ACM International 
Conference on Multimedia 
Retrieval is organized by 
the ACM 

SIGMM
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Architecture

[1] Pre-trained Models for Natural Language Processing: A Survey. 2021

General Neural 
Architecture
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Hallucination in LLMs and LVLMs 
➢ Very Rapid Evolvement of Language-based LLMs

[1] A Survey of Large Language Models. 2023
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Hallucination in LLMs and LVLMs 
Very Rapid Evolvement of Language-based LLMs

[1] A Survey of Large Language Models. 2023
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Harnessing Multimodal

Where is this? It looks beautiful and I 
want to visit it.

This photo shows Cloud Gate, famously known as “The 
Bean”, located in Millennium Park in Chicago, Illinois.
It’s one of the city’s most iconic landmarks—designed by 
artist Anish Kapoor—and a favorite spot for visitors to take 
selfies with its mirror-like surface reflecting the skyline and 
clouds.
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Harnessing Multimodality

This world we live in is 
replete with multimodal 
information & signals, 
not just language
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Harnessing Multimodality

➢ This world we live in is replete with multimodal information & signals, not 
just language

In this application, vehicles 
use a combination of visual 
data (cameras), spatial data 
(LiDAR), and auditory signals 
(sonar) to navigate safely.

⊹ Smart Home Assistants Devices ⊹ Healthcare Diagnostics 

Like Amazon Alexa and Google 
Home use voice commands 
(audio), physical interaction (touch), 
and sometimes visual cues to 
operate. 

Medical imaging tools like MRI, 
CT scans, and X-rays, along with 
patient history and verbal 
symptoms, are used to diagnose 
diseases. 

⊹ Autonomous Driving Systems 
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Large Vision-Language Models

➢ At the heart of modern 
advanced LVLMs lie 
three fundamental 
components: a text 
encoder, an image 
encoder, and a 
crossmodal alignment 
module

[1] A Survey on Multimodal Large Language Models. 2024
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Large Vision-Language Models

Usually contain multiple Training stages.
Example: LLaVA

[1] Visual Instruction Tuning.
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Vision-Language Tasks
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Hallucination in LLMs and LVLMs 
➢ Trends of MLLMs

[1] MM-LLMs: Recent Advances in 
MultiModal Large Language 
Models, 2023.
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Hallucination in LLMs and LVLMs 

[1] A Survey on Multimodal Large Language Models. 2023.

➢ Trends of MLLMs
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Why Hallucinations?

➢ AI hallucination is a phenomenon where, in a large language model 

(LLM) often a generative AI chatbot or computer vision tool, 

perceives patterns or objects that are nonexistent or imperceptible 

to human observers, creating outputs that are nonsensical or 

altogether inaccurate.

➢ Have significant consequences for real-world applications. 

➢ AI models can also be vulnerable to adversarial attack, wherein bad 

actors manipulate the output of an AI model by subtly tweaking the 

input data.

https://www.ibm.com/think/topics/generative-ai
https://www.ibm.com/topics/chatbots
https://www.ibm.com/topics/computer-vision
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Goal

⊹ Key insights, current challenges & open problems. 
⊹ Sparking promising directions for tackling complex 
reasoning tasks. 

⊹ What are now?
⊹ Taxonomies of existing research.
⊹ Walking through the recent key techniques on hallucination 
evaluation and mitigation in terms of the several key aspects.

⊹ Where to go next? 

⊹ Basic knowledge of machine learning, deep learning, and large 
language models. Familiarity with natural language processing and 
vision-language tasks is beneficial but not required

⊹ Prerequisites
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Hallucination in LLMs and LVLMs 
• Schedule Overview

• Monday, June 30, 2025, 14:00-16:00 Chicago, Local Time

Time Section Presenter

14:00-14:20 Part1: Background and 
Introduction

Liqiang Jing

14:20-15:00 Part2: Hallucination in LLMs Yue Zhang

15:00-15:30 Coffee Break

15:30-16:10 Part3: Hallucination in 
LVLMs

Liqiang Jing



Part-II
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Hallucination in Large Language 
Models (40 min)

Yue Zhang
PhD Student
University of Texas (Dallas)
https://skywalkerzhang.github.io



Table of ContentTable of Content

24

⊹ What’s Hallucination in LLMs
⊹ Causes and Interpretations of Hallucinations in LLMs
⊹ Hallucination Detection & Benchmarks

× Hallucination Detection 
× Hallucination Benchmarks

⊹ Mitigation Methods
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1. What is Hallucination 
in LLMs? 



� In NLP, Hallucination is a phenomenon in which the generated content 
appears nonfactual or unfaithful to the provided source content. 

26

What is Hallucination in LLMs

[1] The Beginner’s Guide to Hallucinations in Large Language Models

Hallucinations in LLMs



� Factuality Hallucination refers to the phenomenon where the generated 
content contradicts established knowledge or facts.
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Factuality Hallucination in LLMs

Factuality hallucinations are often aligned 
with what earlier works called extrinsic 
hallucinations, since they involve content 
that contradicts external world 
knowledge — and can typically be verified 
using external databases or fact checkers.

[2] A Survey on Hallucination in Large Language Models: Principles, Taxonomy, Challenges, and Open Questions



� Faithfulness hallucinations refer to errors where the model’s output is 
internally inconsistent with the user prompt, provided context, or basic 
logical flow.

28

Faithfulness Hallucination in LLMs

Instruction inconsistency: The output does not follow 
the task instruction.
Prompt: “Translate to French” → Output is in English.

Context inconsistency: The output contradicts previous 
dialogue or input content.
Earlier: “Tom is a doctor” → Later: “Tom is a lawyer.”

Logical inconsistency: The output violates 
commonsense or temporal consistency.
“She was born in 1990 and graduated in 1985.”

[2] A Survey on Hallucination in Large Language Models: Principles, Taxonomy, Challenges, and Open Questions
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2.  Causes and Interpretations 
of Hallucinations
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Causes and Interpretations of Hallucinations

Hallucination 
Causes

Hallucination 
from Data

Hallucination 
from Inference

Misinformation and Biases

From Pre-training

Hallucination 
from Training

From STF

Knowledge Boundary

Inferior Alignment Data

From RLHF

Imperfect Decoding Strategies

Overconfidence
Softmax Bottleneck
Reasoning Failure



� LLMs memorize training data, which can introduce hallucinations when 
data is flawed or biased.
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Misinformation and Biases 

Fake News Social Bias



� LLMs have bounded knowledge: rare, recent, or copyrighted facts lie 
outside their training scope. When queries exceed those bounds, 
models tend to guess or fabricate, causing factuality hallucinations.

32

Knowledge Boundary

Long-tail Knowledge

Up-to-date Knowledge

Copyright-sensitive 
Knowledge



� Pretraining establishes implicit factual boundaries within the model.
� SFT may inject conflicting knowledge through instruction tuning.

33

Inferior Alignment Data

[3] The Dawn After the Dark: An Empirical Study on Factuality Hallucination in Large Language Models



� RLHF may misalign internal beliefs and generated outputs, leading to 
responses that prioritize user satisfaction over truth.
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Hallucination from RLHF

[4] Towards Understanding Sycophancy in Language Models



� Random sampling is widely used to enhance creativity in LLMs, but it 
introduces likelihood trap: high-likelihood sequences may yield poor 
quality.
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Imperfect Decoding Strategies

[5] REAL Sampling: Reducing Hallucination via Entropy Adaptive Low-Risk Sampling



� LLMs often prioritize fluency over factual grounding, especially during 
conditional generation.
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Overconfidence

[6] Improving Translation Faithfulness of Large Language Models via Augmenting Instructions



� Softmax Bottleneck: The softmax layer limits the model’s ability to 
express complex output distributions, leading to hallucinations by 
misselecting words across multiple plausible modes.

� Reasoning Failure: LLMs often fail in reasoning tasks like multi-hop 
QA due to limited logical inference.

× Example: Reversal Curse – model answers “A is B” correctly but fails on “B 
is A.”

37

Softmax Bottleneck & Reasoning Failure 
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3. Hallucination  
Detection & 
Benchmarks 



39

Hallucination Detection

Hallucination 
Detection

Factuality Hallucination
Detection

Faithfulness Hallucination
Detection

Fact-checking

Classifier-based Metrics

Fact-based Metrics

QA-based Metrics

Uncertainty Estimation

Uncertainty-based Metrics

LLM-based Judgement
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Factuality Hallucination Detection
� Fact-checking

Goal: Verify factual accuracy of LLM outputs

[7] FACTSCORE: Fine-grained Atomic Evaluation of Factual Precision in Long Form Text Generation
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Factuality Hallucination Detection
� Uncertainty Estimation

Goal: Detect hallucinations by estimating model confidence

[8] FA Stitch in Time Saves Nine: Detecting and Mitigating Hallucinations of LLMs by Validating Low-Confidence Generation
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Faithfulness Hallucination Detection
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Faithfulness Hallucination Detection

� (a) Fact-based Metrics
× PARENT, QAGS

� (b) Classifier-based Metrics
× FactCC, DETECTor

� (c) QA-based Metrics
× QAFactEval, QuestEval
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Faithfulness Hallucination Detection

� (d) Uncertainty-based Metrics
× length-normalized log-prob, 

Monte Carlo Dropout
� (e) LLM-based Judgement 

(Prompting-based)
× GPT-4 with CoT prompts

�
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Benchmarks

Hallucination 
Benchmarks 

Detection Task 

Evaluation Task 

SelfCheckGPT-Wikibi

HalluQA

TruthfulQA

HaluEval-2.0

FELM

HaluEval
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Tasks
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4. Hallucination Mitigation
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Mitigation Methods

Hallucination 
Mitigation

Data-related 
Hallucinations

Inference-related
Hallucinations

Data Filtering

Mitigating Pre-training 
related HallucinationTraining-related

Hallucinations Mitigating Misalignment 
Hallucination

Model Editing

Retrieval-Augmented
Generation

Factuality Enhanced
Decoding

Faithfulness Enhanced
Decoding



� Use high-quality, factually accurate sources (e.g., textbooks, 
academic data)

� Up-sample factual data during pretraining
� Remove duplicates:

× Exact matches → substring/suffix array
× Near-duplicates → n-gram overlap, MinHash, SemDeDup
× Filter out noisy or low-quality LLM-generated content

49

Data Filtering 
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Model Editing

[8] Locating and Editing Factual Associations in GPT
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Retrieval-Augmented Generation



� Autoregressive pretraining limits LLMs’ ability to model long-range 
dependencies, leading to hallucinations in tasks like addition.
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Mitigating Pre-training related Hallucination

[9] Factuality Enhanced Language Models for Open-Ended Text Generation



�
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Mitigating Misalignment Hallucination

[10] Inspecting and Editing Knowledge Representations in Language Models



� Improve the factual reliability of LLM outputs by encouraging alignment 
with verified knowledge.
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Factuality Enhanced Decoding

[11] Inference-Time Intervention: Eliciting Truthful Answers from a Language Model



�
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Faithfulness Enhanced Decoding

[12] KCTS: Knowledge-Constrained Tree Search Decoding with Token-Level Hallucination Detection



Part-III
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Hallucination in Large 
Vision-Language Models (40 
min)

Liqiang Jing
PhD Student
University of Texas (Dallas)
https://liqiangjing.github.io/
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⊹ What’s Hallucination in LVLMs (Vision and Video LMs)
⊹ Causes and Interpretations of Hallucinations in LVLMs
⊹ Benchmarks
⊹ Metrics

× Reference-based 
× Reference-free

⊹ Mitigation Methods
⊹ Future Work
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1. What is Hallucination 
in LVLMs? 



� In the context of LVLM, the problem of hallucination can manifest as 
textual answers containing descriptions of the input visual 
information that are incorrect.

59

What is Hallucination in LVLMs

[1] FAITHSCORE: Fine-grained Evaluations of Hallucinations in Large Vision-Language Models 

Hallucination in Image-related Tasks



� In the context of LVLM, the problem of hallucination can manifest as 
textual answers containing descriptions of the input visual 
information that are incorrect.
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What is Hallucination in LVLMs

[2] EventHallusion: Diagnosing Event Hallucinations in Video LLMs 

Hallucination in Video-related Tasks
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2.  Causes and Interpretations 
of Hallucinations
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Causes and Interpretations of Hallucinations

Hallucination 
Causes

Hallucination 
from Data

Hallucination  from Inference

Data Quantity

Sequence Supervision

AMBER, LLaVA-RLHF

Hallucination 
from Model

Hallucination 
from Training

Human Feedback

Data Quality

Statistic Bias

HalluciDoctor, LRV-Instruction

POPE, LURE

Vision Encoder, Language Encoder, Connector

OPERA , MOCHa 

RLHF-V 

M3ID, HaELM
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Hallucinations from Data Quantity
� Deep learning models are data-hungry, especially large models like MLLMs. The 

amount of data plays an important role in building robust and reliable MLLMs.
� The multimodal datasets are still far less abundant than the text-only data used 

for training LLMs in terms of quantity.

[3] GRIT: Teaching MLLMs to Think with Images
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Hallucinations from Data Quality
� Pre-training stage employs image-text pairs crawled from the web, which contain 

inaccurate information.
� As for instruction tuning data, LLaVA utilizes the advanced text-only GPT-4 

model to synthesize instructions. However, text-only ChatGPT is a language 
model that cannot interpret visual content, leading to the risk of noisy data.

[4] HallusionBench: An Advanced Diagnostic Suite for Entangled Language Hallucination and Visual Illusion in Large 
Vision-Language Models 
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Hallucinations from Statistics Bias
� Neural networks, especially large language models, possess an intrinsic 

tendency to memorize training data.
� The nous (e.g., objects) distribution in the training dataset has strong effects on 

the behavior of the model.

[5] Analyzing and Mitigating Object Hallucination in Large Vision-Language Models 
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Hallucinations from Language Encoder
� The language model is much larger and stronger than the vision model, leading 

to a tendency to prioritize its parametric memory.

Question: According to the metal number chart of 
the 2008 Beijing Olympics in the image, Does 
China have the most gold metals, followed by the 
USA and Russia? 

Prediction: Yes, according to the metal 
number chart of the 2008 Beijing Olympic 
Games, China won the most gold medals, 
followed by the United States and Russia. 
The chart shows the number of gold, silver, 
and bronze medals won by each country 
during the games. 

[6] HallusionBench: An Advanced Diagnostic Suite for Entangled Language Hallucination and Visual Illusion in Large 
Vision-Language Models 
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Hallucinations from Vision Encoder
� A weak vision encoder can lead to misinterpretation of visual content.

Question: Is the value of x in the image 5? 

Prediction: To determine the value of x in the triangle, we can 
use the Pythagorean theorem for right triangles, Where a and 
b are the lengths of the two shorter sides (legs) and is the 
length of the hypotenuse. So, yes, the value of x in the image 
is 5.

Question: Are there any grey points actually in the intersection 
of the white lines? 

Prediction: Yes, there are grey points in the 
intersection of the white lines.

[7] HallusionBench: An Advanced Diagnostic Suite for Entangled Language Hallucination and Visual Illusion in Large 
Vision-Language Models 
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Hallucinations from Connector
� A weak alignment interface can easily cause hallucinations. 

� The distribution gap causes trouble in cross-modal interaction, leading to 
hallucination 

Original MLLM
[8] Hallucination Augmented Contrastive Learning for Multimodal Large Language Model 

Better Performance

Contrastive 
Learning+
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Hallucinations from Inference
� During generation, as the sequence length grows, the self-attention will focus 

more on the previously generated text tokens, i.e., the attention on the visual 
content is diluted. 

[9] Evaluation and Analysis of 
Hallucination in Large 
Vision-Language Models
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3. Benchmarks 
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Benchmarks

Hallucination 
Benchmarks 

Discriminative Task 

Generative Task 

POPE

FaithScore

MMHal-Bench

AMBER

MME 

MMBench 
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Tasks

- Dis* means: converting the evaluation of hallucination into a binary classification task by prompting LVLMs with simple 
Yes-or-No short questions about the probing objects . It’s not open-ended questions. 

- Gen* means generative tasks, which is open-ended questions.

[10] Hallucination of Multimodal Large Language Models: A Survey
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Tasks

[11] Hallucination of Multimodal Large Language Models: A Survey

Generative Task Discriminative Task
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4. Hallucination Metrics 
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Metrics

Hallucination 
Metrics

CHAIR

FaithScore

HallusionBench

POPE

Reference-based 
Metric

Reference-free
Metric

UniHD
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Reference-based Metric
• Reference-based metrics evaluate the quality of generated outputs by 

comparing them against ground-truth references using similarity measures such 
as BLEU, ROUGE, or Accuracy. 

Accuracy for POPE

CHAIR
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Reference-based Metric
• LLM-based metrics evaluate the quality of generated outputs by comparing 

them against ground-truth references using Large Language Models such as 
GPT and Gemini. 

Text-Only GPT4-Assisted Evaluation in HallusionBench

The prompt for the GPT-4 judge is designed as:
  Imagine you are an intelligent teacher. Thoroughly read the question, reference 
answer, and the prediction answer to ensure a clear understanding of the 
information provided. Assess the correctness of the predictions. If the prediction 
answer does not conflict with the reference answer, please generate “correct”. If the 
prediction answer conflicts with the reference answer, please generate “incorrect”. If 
the prediction answer is unclear about the answer, please generate "unclear".
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Reference-free Metric: FaithScore
• Reference-free metrics assess output quality without relying on reference texts, 

often using model-based scoring, rule-based heuristics, or learned quality 
predictors.

Correlation between each evaluation metric 
and human judgment on LVLM hallucinations

[12] FAITHSCORE: Fine-grained Evaluations of Hallucinations in Large Vision-Language Models 
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5. Hallucination Mitigation
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Mitigation Methods

Hallucination 
Mitigation

Decoding-based 
Method

Post-processing

Contrastive Decoding

Reinforcement 
Learning

Woodpecker, Volcano 

VCD, ICD

Higher-quality Dataset

Modality Alignment
Auxiliary Supervision

Guided Decoding

Visual Amplification

MARINE, GCD

M3ID, IBD

LRV-Instruction, M3IT 

FGAIF, LLaVA-RLHF

RAI30k, HACL 
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Decoding-based Method - VCD
� Assume that a distorted visual input would lead to text responses with more 

biases and priors.
� By contrasting output distributions derived from original and distorted visual 

inputs, VCD aims to effectively reduce the over-reliance on statistical bias and 
language priors

[13] Mitigating Object Hallucinations in Large Vision-Language Models through Visual Contrastive Decoding



�
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Fine-tuning with Caption Rewrites

[1] Mitigating Fine-Grained Hallucination by Fine-Tuning Large Vision-Language Models with Caption Rewrites 



�
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Improve Encoder

[1] Eyes Wide Shut? Exploring the Visual Shortcomings of Multimodal LLMs. 2024



�
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Improve Encoder

[1] Eyes Wide Shut? Exploring the Visual Shortcomings of Multimodal LLMs. 2024
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Improve Encoder

[1] Cambrian-1: A Fully Open, Vision-Centric Exploration of Multimodal LLMs
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High-quality Dataset: LRV-Instruction
� LRV-Instruction is designed to include both positive and negative instructions for 

more robust visual instruction tuning.

Results on MME Benchmark

[14] Mitigating Hallucination in Large Multi-Modal Models via Robust Instruction Tuning



• Propose a new alignment algorithm called Factually Augmented RLHF 
that augments the reward model with additional factual information.
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Modality Alignment: LLaVA-RLHF

[15] Aligning Large Multimodal Models with Factually Augmented RLHF



• Propose to align modalities in large vision-language models with 
Fine-Grained AI Feedback.
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Modality Alignment: FGAIF

[16] FGAIF: Aligning Large Vision-Language Models with Fine-grained AI Feedback



• Woodpecker is training-free general framework for hallucination correction. It 
incorporates expert models to supplement contextual information of the image 
and crafts a pipeline to correct hallucinations step by step.
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Post-processing: Woodpecker

[17] Woodpecker: Hallucination Correction for Multimodal Large Language Models



• Utilize natural language feedback to enable the model to correct hallucinated 
responses by providing detailed visual information. 
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Post-processing: Self-Feedback

[18] VOLCANO: Mitigating Multimodal Hallucination through Self-Feedback Guided Revision
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Future Work
⊹ Benchmarks

× The lack of standardized benchmarks and evaluation metrics poses significant 
challenges in assessing the degree of hallucination in LVLMs

⊹ Cross-modal consistency issue.
⊹ Enhancing Interpretability and Trust.

× Existing methods for hallucination mitigation are primarily based on empirical 
observations of specific patterns. However, despite the impressive improvements 
achieved on specific benchmarks, understanding the underlying mechanisms and 
decision-making processes remains challenging.



Thanks!
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